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Abstract We did a literature review to summarize the trends in the model selection
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derstanding. Therefore, 4628 original papers on model selection criteria in survival
analysis are identified via keyword searching using Pubmed, Web of Science, and
Scopus search engines. Subsequently, 304 studies were fully analyzed, excluding
those that did not utilize criteria based on Kullback’s divergence for model selec-
tion. The most commonly reported model selection criteria were the AIC and the
AICc. Surprisingly, none of the selected papers discussed of the KIC family model
selection criteria.
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Résumé. (Abstract in French) Nous avons procédé à une revue systhématique
pour résumer et pour discuter des critères de sélection des modèles dérivés
de la divergence de Kullback utilisés en analyse de survie afin d’améliorer la
compréhension des utilisateurs. Pour y arriver, 4628 articles originaux sur les
critères de sélection des modèles en analyse de survie ont été identifiés à l’aide
d’une recherche par mots-clés sur Pubmed, Web of Science et Scopus. Ensuite,
304 études ont été analysées, en excluant celles qui n’employaient pas de critères
basés sur la divergence de Kullback. Les critères de sélection des modèles les
plus fréquemment rapportés étaient le AIC et le AICc. Mais force est de constater
qu’aucun des articles sélectionnés ne traite des critères de sélection des modèles
de la famille des KIC.
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1. Introduction

Survival analysis is a subfield of statistics and refers to a set of primary statistical
methods to analyze the span of time until a precise event occurs.(Schober and
Vetter, 2018). It is a time-to-event analysis because it helps to respond to the issue
of whether or not the occurrence occurred (Dichotomous outcome) and the time
of its occurrence (continuous outcome) (Schober and Vetter, 2018). To analyze
survival data, extensive statistical models are developed. The most widely used
regression model is the Cox Proportional Hazards (PH) model (Cox, 1972) followed
by Parametric Proportional Hazard models(Lu et al., 2015). The accelerated failure
time (AFT) model, often called the log location scale (Lawless, 2011), offers an
alternative to the PH model (Wei, 1992).

In the statistical modeling of survival data, choosing the best model to fit the
underlying data within a collection of candidates is a crucial question (Kim
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et al., 2014). A biased model may significantly impact scientific interpretations
as well as model predictions. For this purpose, the appropriate model is chosen
using model selection criteria. The Akaike Information Criterion (AIC) was the
first widely accepted criteria (Akaike, 1973, 1974). But Hurvich and Tsai (1989)
suggested using the corrected AIC (AICc) criterion for small samples. Additionally,
an improved AIC was proposed (AICsur) along the same lines as AICc (Liang and
Zou, 2008). AIC, AICc, and AICsur criteria have been developed using Kullback’s
Directed Divergence, which measures the divergence betwixt dissimilarity model
and true model (Kullback, 1968). Other criteria derived from Kullback Symmetric
Divergence (KSD) were developed, including Kullback Information Criterion (KIC),
corrected KIC (KICc), and Improved KIC (KICsur) (Cavanaugh and Noe, 1999;
Cavanaugh, 2004; Kim and Cavanaugh, 2005).

Even though many studies have been conducted to assess the performance of the
numerous model selection criteria in survival analysis and offer new solutions, a
systematic review of criteria in survival analysis is uncommon. However, survival
analysis has emerged as one of the most common data analysis techniques in var-
ious fields, including medicine, criminology, marketing, astronomy, epidemiology,
and environmental health, in the last four decades (Shaik et al., 2015). Users can
only properly use the model selection criteria as helpful tools in identifying the
”best” potential model provided they are aware of the strengths and limits of the
criteria. Therefore, it is crucial to provide a thorough overview of the various model
selection criteria to aid in selecting statistically sound models. In this study, we
aim to (i) introduce the various criteria derived from Kullback’s divergence used
in survival analysis, (ii) analyze their strengths and weaknesses according to past
research studies, and (iii) identify research gaps in the model selection criteria in
survival analysis in addition to putting forth research perspectives.

The remainder of the work is structured as follows: Section 2 describes the method-
ology, Section 3 contains our results and discussions, and Section 4 addresses the
gaps and perspectives. A brief conclusion, in Section 5, ends the paper.

2. Methods

Electronic scientific databases, like Pubmed, Web of Science, and Scopus, were
consulted to search for model selection criteria in survival analysis. We used a
combination of various search terms for model selection criteria and survival
analysis. The following keywords were used: ”Akaike Information Criterion” OR
”corrected Akaike Information Criterion” OR ”improved Akaike Information Cri-
terion” OR ”Kullback Information Criterion” OR ”corrected Kullback Information
Criterion” OR ”improved Kullback Information Criterion” OR” Takeuchi Informa-
tion Criterion” OR ” conditional Akaike Information Criterion” OR ”marginal Akaike
Information Criterion” OR ”marginal Akaike Information Criterion” OR” model
selection” OR” model selection criteria” AND ”Survival analysis” OR ”Survival data”
OR ”Censored data” OR ”time-to-event analysis”. The systematic review includes
304 papers from a preliminary selection of 4628. The papers selected in the
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systematic review followed the Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) guidelines (Page et al., 2021). The main inclusion
criterion used was the scope of papers (papers focused on model selection criteria
in survival analysis). All studies of survival data that did not use information
criteria based on KDD and KSD for model selection were excluded. Non-research
papers, commentaries, and non-English language papers were also excluded.
Papers dealing with criteria, such as Conceptual predictive, Bayesian Information
Criterion, R2, and Hannan–Quinn Information Criterion, were excluded too (Figure
1, page 3383).

The following information was retrieved for each of the 304 papers selected: the
authors’ names, the year of publication, the country where the study was done, the
model selection criteria used, the models used, the areas of use, the distribution
function, the censoring mechanism, the number of parameters and the sample
size. These data enable the description of the criteria used and the evaluation of
the trend using these model selection criteria in survival analysis over the past
years. The Model selection criteria, distribution function, fields of use, and models
used were presented using bar plots. The number of papers categorized based on
the censoring mechanism or truncation was reported. Furthermore, the ratio of
sample size to the number of model parameters was calculated and depicted using
a bar plot, illustrating its relationship with the model selection criterion. Lastly,
an exact Fisher test was performed to determine any potential association between
the distribution and the model used.

3. Results and discussion

3.1. Paper characteristics

The majority of the 304 papers reviewed (59.50 %) were from Asia, particularly
China (87) and Iran (36) (Figure 2(a), page 3384). However, in Europe, we observed
a higher proportion of countries where studies were conducted compared to other
continents. Specifically, studies were conducted in 29.54 % (13 countries out of
44) of the countries in Europe, with Belgium (7 studies), Germany(6 studies), and
the United Kingdom (6 studies)standing out as the countries with the highest
number of studies. Our sampled studies included 32 that focused on African
countries, with the vast majority being conducted in Ethiopia. The chosen studies
covered 5 out of 35 countries in the American, with the United States (31 studies)
and Canada (12 studies) carrying out the majority of the research (Figure 2(b),
page 3384).

The papers considered for the study demonstrate that the use of survival analysis
has increased exponentially over time (Figure 3, page 3384). Most of the papers
(53.16 %) were in the fields of medicine, followed by Mathematics and Statistics
(16.95 %), Public Health, Environmental and Occupational Health (5.75 %), Engi-
neering and Technology (4.88 %), and Experimental Medicine (4.02 %) (Figure 4,
page 3385). Some of the mathematical and statistical papers were co-authored by
health researchers. These results are consistent with Shaik et al. (2015) and Ra-
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Figure1. PRISMA flow diagram of the selection procedure.

masamy and Kaliannan (2021) as they stated that survival analysis has gained sig-
nificant popularity as a favored method for analyzing survival time across various
fields, including medicine, epidemiology, environmental health, and criminology
marketing, and astronomy over the last four decades.

j
j
j
j
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Figure2. Distribution of research throughout continents (a) and coverage of coun-
tries throughout continents (b)

Figure3. The trend of usage of survival analysis over the last two decades (from
1998 to 2022).
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Figure4. Research fields of selected papers.

3.2. Overview on model selection criteria based on Kullback’s divergence

Let Y represent the observed data vector, θ0 represent the unknown true pa-
rameter vector, and θk represent the parameter vector of the candidate model.
The generating and candidate densities for data are represented by h(Y |θ0) and
h(Y |θk), respectively. Let θk be an estimate vector obtained by maximizing the
likelihood function h(Y |θk) over Θk, and h(Y |θ̂k) signifies the associated fitted
model. Assume our goal is to find the ajusted model h(Y |θ̂k); k ∈ {k1, k2, · · · , kL},
which constitute the ”best” approximation to h(Y |θ0) amid a collection of families
{H (k1),H (k2), · · · ,H (kL)}.

As a result, our model selection problem can be seen as a dimension determination
problem. To identify which of the fitted models h(Y |θ1), h(Y |θ2), · · · , h(Y |θL) most
closely approaches h(Y |θ0), we need a measure that gives an appropriate repre-
sentation of the difference between the genuine model h(Y |θ0) and an approximate
model h(Y |θk). Kullback’s Directed and Symmetric Divergences both achieve this
objective (Cavanaugh and Neath, 2019).

3.2.1. Criteria derived from Kullback’s Directed Divergence

The Kullback’s Directed Divergence betwixt h(Y |θ0) and h(Y |θk) with respect to
h(Y |θ0) is defined as:
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KDD ≡ I(θ0, θk) = Eθ0{ln
h(Y |θ0)

h(Y |θk)
}. (1)

where Eθ is the expected value under h(Y |θ). Several model selection criteria are
derived from this approach, but the most common are AIC, AICc, AICsur, and
cAIC. We decribe them below

a. Akaike Information Criterion (AIC). The Akaike Information Criterion (Akaike,
1973), is define as:

AIC = −2 logL+ 2k, (2)

where L is the likelihood and 2k represents a penalty that is equivalent to two
times the number of model parameters. In case of Cox model, the likelihood is
replaced by partial likelihood.

AIC, which stands for Akaike Information Criterion, is considered an asymptot-
ically unbiased estimate of the awaited KDD value (Posada and Buckley, 2004).
It was the first widely accepted model selection factor and is used in various
modeling frameworks for model selection and evaluation across diverse fields of
study (Akpa and Unuabonah (2011), Cavanaugh and Neath (2019)). However,
AIC has some limitations. While it is asymptotically effective, it is not strongly
consistent (Shibata (1980), Shibata (1981), Claeskens et al. (2008)). AIC can also
tend to choose overfitted models more easily (Acion, 2011). Additionally, it is known
to be unstable and may fail to consider stochastic errors inherited during the
variable selection step (Du et al., 2010). Claeskens and Hjort (2003) demonstrated
that while AIC aims to choose a model with good overall properties, the preferred
model may not always be good for predicting specific parameters. In the presence
of censored observations, the adequacy of AIC may need to be considered (dos
Santos Junior and Schneider, 2022). Naik et al. (2007) also reported that AIC
can overestimate the number of components for a mixture model, leading to the
retention of incorrect variables. Furthermore, in cases of limited sample size,
AIC can favor models with excessively high parameters, limiting its effectiveness
Hurvich and Tsai (1989).

b. Corrected Akaike Information Criterion (AICc). The corrected Akaike Infor-
mation Criterion (AICc) provides an almost unbiased estimation of the Kullback-
Leibler information. For biological data in the real world, where parameter esti-
mates and understanding underlying processes are the primary objectives rather
than prediction, theoretical evidence supports the use of AICc. Furthermore, AICc
tend to select a better model than AIC in cases of low sample size (Hurvich and
Tsai, 1995). Hurvich and Tsai (1995) demonstrated that this should be employed
in small samples unless the ratio of total observations to parameter number (n/k)
is greater than 40. Regardless of the number of observations, Burnham and An-
derson (2004) recommended using AICc instead of AIC. They proposed a corrected
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form of AIC in which the penalty term is replaced by 2n(k+1)
n−(k+2) . For the Cox model,

Grambsch (1998) proposed replacing n with r (number of occurrence). Unfortu-
nately, the bias of the AIC is not entirely reduced by the AICc to O(n−2) (Imori
et al., 2011). it is worth noting that the use of AIC instead of AICc is a common
error in research (Burnham and Anderson, 2004). The AICc is as follows:

AICc = −2 logL+
2r(k + 1)

r − (k + 2)
, (3)

with L being the likelihood function.

c. Improved Akaike Information Criterion (AICsur). Su and Tsai (2006) demon-
strated the superiority of the improved Akaike Information Criterion over the AIC
for the AFT model with small sample sizes. Liang and Zou (2008) showed that
AICsur is the best model selection criterion regardless of sample sizes and vari-
ances compared to AIC in accelerated failure time models. They also stated that
using the number of occurrences would boost the superiority of AICsur over AIC in
situations where the sample size was large. However, this criterion should only be
used for parametric models (Liang and Zou, 2008). Liang and Zou (2008) proposed
an improved AIC as follows:

AICsur = AIC +
2(k + 2)(k + 3)

n− k − 3
, (4)

with n and k represent the observations and parameter number respectively.

d. Conditional Akaike Information Criterion (cAIC). Vaida and Blanchard (2005)
claimed that AIC and AICc are unacceptable in mixed effects models when the re-
search focuses on clusters. They suggested the cAIC. Thereby, this criterion has
been enlarged for proportional hazards mixed models. In addition, Ha et al. (2007)
suggested a cAIC for frailty models based on hierarchical likelihood; the mod-
els they investigated comprised just random intercepts. Moreover, Donohue et al.
(2011) adapted the traditional AIC to Parametric mixed models. The conditional
AIC as:

cAIC = −2 logL+ 2ρ, (5)

where L is the conditional likelihood and ρ the degree of freedom.

3.2.2. Criteria derived from Kullback’s Symmetric Divergences

Kullback’s Symmetric Divergence is then defined as:

KSD ≡ J(θ0, θk) = I(θ0, θk) + I(θk, θ0). (6)

Remark that J(θ0, θk) = J(θk, θ0), whereas I(θ0, θk) 6= I(θk, θ0) unless θk = θ0; thus
J(θ0, θk) is symmetric. From this approach derives model selection criteria. These
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criteria were not discussed in survival analysis, but they were proved in non-linear
and generalized linear models (Kim and Cavanaugh, 2005; Kim et al., 2014). We
describe them below.

A. Kullback Information Criterion. According to Cavanaugh and Noe (1999), the
Kullback Information Criterion (KIC) is as follows:

KIC = −2 logL+ 3k, (7)

k denotes the parameters number, while L denotes likelihood function.

B. Corrected Kullback Information Criterion. Analogously, Cavanaugh (2004)
suggests KICc):

KICc = −2 logL+
((k + 1)(3n− k − 2)

(n− k − 2)
, (8)

where k is the parameters number, n is sample size, and L is likelihood. Referring
to equation 3, we have:

KICc = −2 logL+
((k + 1)(3r − k − 2)

(r − k − 2)
, (9)

where r is the number of uncensored events.

3.3. Comparison of criteria

The model selection tools available in survival analysis have been designed from
different perspectives. AIC represents a parsimonious method for calculating
the predicted K-L distance (Bumham and Anderson, 2002). The AIC provides an
efficient way to choose the best approximate model compared to the true model.
When the model is too complex to be estimated parametrically, AIC is preferable
(Shao, 1997). However, AIC select the overfiting models in case of low sample
size compared to parameter number (Rao et al., 2001). AIC has a preference for
larger models and cannot effectively select a model among models derived from
different data sources (Bumham and Anderson, 2002). Consequently, Sugiura
(1978) introduced a corrected version of AIC known as AICc. Hurvich and Tsai
(1989) demonstrated that corrected Akaike Information Criterion outperformed
AIC for small samples. Bumham and Anderson (2002) recommend using AICc
when n/k ≤ 40. When n/k is sufficiently large, AIC and AICc are equivalent and
likely to select an identical model (Lee and Ghosh, 2009). In the same context, the
Improved AIC has been proposed (Liang and Zou, 2008). However, Improved AIC
is only used for parametric models (Liang and Zou, 2008). Furthermore, AICc
values can be easily calculated manually (Bumham and Anderson, 2002).
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Another criterion is the Takeuchi Information Criterion (Takeuchi, 1976). The
Takeuchi Information Criterion (TIC) outperforms the AIC when the sample
size is large enough (Bumham and Anderson, 2002). In geographically weighted
Cox regression models, the modified TIC is employed rather than the AIC to be
accounted for the trade-off between variance and bias in addition to partial likeli-
hood maximization (Xue et al., 2020; Seidi et al., 2023). However, Shibata (1989)
notes that the estimation error of the two first partial derivatives of the likelihood
of the TIC can lead to instability in the model selection results. For this reason,
Bumham and Anderson (2002) advises against using it unless the sample size
tends to infinity and good estimations of the partial two-first derivatives likelihood
may be expected. According to Acion (2011), the TIC is not as well-known among
practitioners compared to the AIC. This is primarily due to the fact that the TIC
was published in a difficult-to-find Japanese newspaper.

Schwarz (1978) is credited with developing the Bayesian Information Criterion
(BIC). However, it is important to note that the BIC is not an estimate of expected
relative K-L information. Generally, the models selected by Bayesian Information
Criterion tend to be more parsimonious compared to those selected by the Akaike
Information Criterion (Lee and Ghosh, 2009). The BIC has a higher likelihood of
selecting the true model compared to them AIC (Kuk and Varadhan, 2013). It is
particularly effective when the exact model is one of the potential models under
consideration (Vrieze, 2012). However, it is worth mentioning that the BIC has
a tendency to favor smaller models (Kuk and Varadhan, 2013). In scenarios with
finite sample sizes, the BIC may be less efficient than the AIC, even when the
true model is taken into account (Vrieze, 2012).

Claeskens and Hjort (2003) proposed a Focused Information Criterion (FIC). It
is a frequentist approach which select various models to distinct objectives. FIC
reduces the mean square error of the specific parameter, while AIC or BIC, try
to select a more parsimonious model (Behl et al., 2012). Thus, the FIC does
not attempt to evaluate the goodness of fit of the potential models, but instead
concentrates on the major parameter of concern (Yang et al., 2015).

The Kullback Information Criterion was suggested deriving from KSD Cavanaugh
and Noe (1999). KICc is a corrected version of KICc Cavanaugh (2004).

3.4. On the usage of criteria in survival analysis

Several model selection criteria were considered in the literature, including the
AIC, the AICc, the AICsur, and the cAIC (Figure 5(b), page 3390). The most used
criteria were the AIC(94.62 %) and the AICc (3.48 %). The most widespread use of
the AIC can be attributed to the fact that it is the first widely accepted criterion
for model selection (Cavanaugh and Neath, 2019). Another reason is that AIC is
easy and quick to calculate (Auranen et al., 2005), compares numerous nested
or non-nested models simultaneously, and evaluates model selection uncertainty
(Posada and Buckley, 2004). None of the papers employs the criteria derived from
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Figure5. Distribution of studied papers according to a (a) metric that serves as
the basis for the model selection criteria, (b) model selection criteria.

KSD, such as KIC, KICc, and KICsur (Figure 5(a), page 3390). However, Kull-
back’s Symmetric Divergence based selection criteria were found to outperform
those derived from Kullback’s Directed Divergence (AIC, AICc, AICsur, cAIC, etc.)
for linear regression (Cavanaugh, 2004), longitudinal data (Azzaoui and Hafidi,
2012), and overdispersed count data (Kim et al., 2014).

Several types of models were employed in the selected papers to analyze the
influence of covariates on survival time. Some were extremely simple, while others
were more complex. The Cox proportional hazards (PH) model (48.95 %), Para-
metric PH model (22.51 %), Accelerated Failure Time (AFT) model (9.95 %), and
frailty models (8.11 %) were the most commonly used in survival analysis (Figure
6,page 3391). The Cox PH model was preferred since it made no assumptions
about survival times distribution (Kumar et al., 2020). The parametric AFT model
serves as an alternative to the PH model, not relying on the proportional hazard
assumption (Aida et al., 2022). The frailty models employed in the papers included
Proportional Hazards frailty (70.83 %), Accelerated Failure Time frailty (16.67 %),
and Variance Corrected frailty Proportional Hazard models (12.5 %). Further-
more, the random variable in frailty models was associated with distributions
such as Gamma (48.98 %), Inverse Gaussian (36.73 %), Positive Stable (6.12 %),
Compound Poisson (4.08 %), Gaussian (2.04 %), and Generalized Gamma (2.04 %).

A total of 59 different distribution types were identified in the chosen papers.
Among these, the most common distributions used were the Weibull (21.81 %),
log-Normal (16.87 %), log-logistic (16.46 %), and Exponential (14.81 %) (Figure 7,
page 3391). The distributions used also depended significantly on the model, as
evidenced by the p-value of Fisher’s exact test (p = 0.0005).

Right censoring (95.39 %) and interval censoring were the most frequently utilized
in the selected papers (Table 1, 3392). It was revealed that papers using frailty
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Figure6. Frequency of models used in survival analysis.

Figure7. Frequency of the ten most used distributions.

models did not use cAIC or mAIC to select models. The ratio of observations to
parameters, on the other hand, was less than 40 in 35.12 % of the papers that used
AIC (Figure 8, page 3392). Furthermore, this ratio was greater than 40 in 20 %
and 33.33 % of those who used AICc and AICsur, respectively. We found that AIC
was significantly more frequently utilized, regardless of the model, even though
(Xu et al., 2009) and (Donohue et al., 2011) advocate using the marginal AIC and
conditional AIC, respectively, for the mixed proportional hazard model, including
the frailty model. Additionally, it is advised to use the AICc or AICsur when the
number of parameters is large in comparison with the number of observations or
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Table 1. Number of papers according to the types of censoring

Type of censoring and truncation Number of papers (percentage)
Interval censoring 7 (2.30%)

Left censoring 3 (0.99%)
Right censoring 290 (95.39%)

Truncation 1 (0.33%)
Not reported 3 (0.99%)

Figure8. The frequency of model selection criteria is according to the ratio of ob-
servations and parameters. K = n/p with n = number of observations and p =
number of parameters.

when or when n/p < 40 (Hurvich and Tsai, 1995). Therefore, the AICc or AICsur is
used for low sample size. It is important to note that over one-third of papers using
AIC should use AICc or AICsur. Furthermore, the AIC should be used in about
half of the studies that chose models using AICc and AICsur.

4. Gaps and perspectives

The majority of the included studies used AIC for model selection. However, many
of these studies should have considered the model they were using when choosing
a model selection criterion. This is especially true for studies that used the frailty
model (e.g. Hanagal and Dabade, 2014; Banbeta et al., 2015; Gurmu, 2018; Sidhu
et al., 2019). Vaida and Blanchard (2005) demonstrated that AIC is unacceptable
in mixed effects models when the investigation focuses on clusters. Additionally,
the conventional model selection criterion AIC in a mixed effect model uses the
marginal likelihood (Liang et al., 2008). However, many of the selected publica-
tions that use the frailty model calculate AIC using the likelihood rather than the
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marginal likelihood (e.g. Ghadimi et al., 2012; Chilot et al., 2022). The same obser-
vation of the use of likelihood is made in papers that implemented the Cox model,
e.g. Pourhoseingholi et al., 2007; Ebrahimi et al., 2019; Chilot et al., 2022), though
Cox (1975) recommends partial likelihood in a Cox model. But, statistical software
calculates the AIC using marginal and partial likelihood for the frailty and Cox
models, respectively. Furthermore, while choosing the criterion, the sample size
or the ratio n/p is not considered. Improved AIC is recommended for models of an
accelerated lifetime that use Exponential, Weibull, Log-Logistic, Log-Normal, and
Generalized Gamma distributions, as advised by Liang and Zou (2008). Further-
more, for AICc or AICsur in the penalty term, it is recommended to use the events
number rather than the observations number (Grambsch, 1998; Liang and Zou,
2008). However, these recommendations are rarely followed (e.g. Park and Qiu,
2014; Barbu et al., 2020), Montaseri et al. (2016)). Finally, no paper discusses
the new criteria (derived from KSD), which were claimed to be superior in linear,
non-linear, and generalized linear models (Cavanaugh, 2004; Kim and Cavanaugh,
2005; Azzaoui and Hafidi, 2012; Kim et al., 2014). Future studies could assess the
effectiveness of criteria derived from KSD. As a result, the performance of crite-
ria for the most commonly used survival models, including the Cox PH, the AFT,
and the Frailty models, could be evaluated. In this way, researchers could better
understand that choosing the proper criterion for selecting the true model varies
depending on the context. In addition, interactions between variables are much
more common in public health, epidemiology, and clinical trials (Rod et al., 2012).
A future study could look into how covariate interactions affect the robustness
of model selection criteria. Implementing different model selection criteria derived
from KSD in survival analysis software packages (such as R or SAS) is also of great
importance for future research.

5. Conclusion

This study presents a systematic review of model selection criteria in survival
analysis, focusing on those based on Kullback’s divergence. The analysis revealed
several key findings. Survival analysis, with its significant importance in recent
years, utilizes various model selection criteria such as AIC, AICc, AICsur, and
cAIC. However, we observed that none of the criteria derived from Kullback’s
Symmetric Divergence are commonly employed in this field. Furthermore, it was
noted that researchers often lack consistent adherence to minimal guidelines
when selecting a model selection criterion. Based on the findings of this study, it
is crucial for researchers to carefully consider the appropriate criteria for selecting
the most accurate model. Additionally, evaluating the performance of criteria
derived from Kullback’s Symmetric Divergence in survival models is essential for
future research.
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H.C. Dete, M. Senou, G. E. Kossi, R. Glèlè Kakaı̈, Vol. 18 (1), 2023, pages 3379 - 3398.
Model selection criteria for survival data based on Kullback’s divergence: A systematic and
critical review 3398

Wei. L.-J. , 1992. The accelerated failure time model: a useful alternative to the
cox regression model in survival analysis. Statistics in medicine, 11(14-15):1871–
1879.

Xu. R., Vaida. F., and Harrington. D. P., 2009. Using profile likelihood for semipara-
metric model selection with application to proportional hazards mixed models.
Statistica Sinica, 19(2):819.

Xue. Y., Schifano. E. D., and Hu. G., 2020. Geographically weighted cox regression
for prostate cancer survival data in louisiana. Geographical Analysis, 52(4):570–
587.

Yang. H., Liu. Y., and Liang. H., 2015. Focused information criterion on predictive
models in personalized medicine. Biometrical Journal, 57(3):422–440.

Journal home page: http://www.jafristat.net, www.projecteuclid.org/euclid.as,
www.ajol.info/afst


	Introduction
	 Methods
	Results and discussion
	Paper characteristics
	Overview on model selection criteria based on Kullback's divergence
	Criteria derived from Kullback's Directed Divergence
	Criteria derived from Kullback's Symmetric Divergences

	Comparison of criteria
	On the usage of criteria in survival analysis

	Gaps and perspectives
	Conclusion

